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SUMMARY

The United States Department of Defense relies on aerial photography as a
major resource in satisfying intelligence and mapping requirements. The Air
Force has instituted a quality assurance program for photographic collection
systems and established requirements for developing nominal performance
standards for each such system. This report documents a series of studies in
which predictive models and objective and subjective image quality assessment
methods were compared against each other using photography that had been

subjected to multiple cycles of sinusoidal image motion.
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Section 1
INTRODUCTION

QUALITY ASSURANCE PROGRAM

Air Force Regulation 96-1, "Quality Control Requirement for Continuous

' stresses that "imagery-recording

Photographic Processing Laboratories,'
systems continue to provide one of the major sources of information to
satisfy intelligence and mapping requirements."” It further states that "the
maximum information must be obtained from the acquired imagery," which
"requires that each component of the reconnaissance or mapping cycle be
considered in terms of its possible effect on the other aspects of the

cycle" and that "controls must be established to minimize degrading effects."
In discussing the interrelationship between acquisition system componenis,
the Regulation points out that ''one limiting factor in product quality is the
performance capability of the sensor and vehicle system combination. Each
sensor has a specific image capability. This capability reflects the opera-
tion of the system uader ideal conditions. In practice, however, the perfor-
mance of a sensor system is influenced by operator and maintenance variables,
climatic condi.ions, vibration, sensor mount, and sensor windows. These
factors can degrade the quality of the imagery." The Regulation provides
criteria for categorizing Air Force laboratories, based on their capabilities
to support different levels of mission requirements. Each of the three
categories of photographic laboratories 1s charged with an image evaluation

responsibility commensurate with its organic capabilities as follows:

a. Category "A" facilities:

(1) Perform imagery evaluations to determine i{f the acquisition
system operated satisfactorily as compared to design specifications and

identify possible limiting components,

(2) Utilize primarily objective analytical techniques requiring
highly specialized equipment including mensuration devices, viewers, micro~

densitometers, and computers.




(3) Perform detailed analysis on at least five percent of the
missions from each reconnaissance and mapping program within 3 months after

receipt of the imagery.

b. Category "B" facilities:

(1) Perform imagery evaluations to determine that the nominal
performance standards for each reconnaissance or mapping program are being

obtained.

(2) Utilize analytical techniques requiring some specialized
equipment, including sophisticated viewing equipment, some image mensuration

devices, and minimum computational support (such as desk calculators).

c. Category "C" facilities:

(1) Perform imagery evaluations to determine the causes of degrada-

tions in image quality so that corrective action can be taken.

(2) Utilize subjective analytical techniques requiring little
specialized equipment.

(3) Perform imagery evaluation on all missions from each recon-

naissance and wmapping program within 20 hours after receipt of the film.

The three categories of laboratory facilities are directly comparable with
the three levels of exploitation called out in the Defense Intelligence

Manual (DIAM 57-5) DoD Exploitation of Multi-Sensor Imagery. Thus, a Cate-

gory "A" facility would provide third phase interpretation for direct support
requirements, a Category "B" facility would support collection system imagery
intended for detailed evaluations such as Supplemental Photographic Interpre-
tation Reports (SUPIR), while a Category "C" facility would perform quality
controlled processing and duplication of reconnaissance imagery intended for
Immediate Photographic Interpretation Reports (IPIR). (Additional informa-
tion on imagery interpretation reporting requirements can be found in

APM 200-5u, Image Interpretation Handbook.)
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NOMINAL PERFORMANCE STANDARDS

AFR 95-1 serves to establish the minimum requirements of a United States Air
Force Imagery Evaluation Program. Each major command which supports recon-
naissance or mapping imagery acquisition is tasked with implementing this
pcogram. Further, responsibility is assigned "to accomplish evaluations
related to system performance in support of all reconnaissance and mapping
programs for which the U.S. Air Force has system development responsibility"
and "for developing nominal performance standards for each USAF reconnais-
sance or mapping program." Crane (1975 and 1976) emphasized that "a key
element of the USAF Imagery Evaluation Program is the formulation of a
Nominal Performance Standard (NPS) for each USAF Reconnaissance/Mapping
System." The NPS was seen to be a "key objective' of the Air Staff-initiated
Project Sentinel Sigma. Crane voiced the expectations of the Assistant Chief
of Staff for Intelligence, Headquarters USAF, that '"the NPS will specify, in
terms of image quality, the operational performance of any given sensor/film/
aircraft combination,” that "it will directly relate to the quality of the
imagery the analyst/interpreter requires from operational missions," and
"that the NPS can provide a common term of reference among USAF systems
development, logistics and operational personnel, as well as a common tech-
nical baseline among the USAF, other DoD military departments and agencies,

and industry."

The development of NPS-type figures of merit is a critical and nontrivial
undertaking. As has been noted, the inherent image quality of photographic
acquisition systems can be degraded by a number of external influences. The
measurement techniques available at each operational level cannot be assumed
on an a priori basis to provide equivalent validity or robustness in the face
of such perturbaticns. (The purpose of this investigation is to achieve a
better understanding of the comparative capabilities of objective [machine-
oriented] and subjective [man-centered] image quality assessment techniques

in application to high resolution photographic systems that have been degraded

oy well-controlled sinusoidal motions.)

11
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STANDARDS FOR IMAGE QUALITY EVALUATION

The Defense Intelligence Agency 1is attempting to satisfy the need for image
assessment procedures through the preparation and publication of standard

procedures, The first of these, titled "Standardized Assessment and Expres-
sion of Tribar Resolution," discusses the need for such systems analysis in

some detail:

Imaging systems continue to provide one of the primary sources
of information used to satisfy U.S. intelligence requirements.
However, the cost and complexity of developing and utilizing
these systems have increased enormously in recent years.
Consequently, it is imperative that the development, operation,
processing, handling, and exploitation of each imagery system
be accomplished in a manner that allows the maximum informa-
tion potential derivable from the system to be realized. One
of the primary means for achieving this goal is through the
systematic analysis of the actual imagery acquired by each
reconnaissance mission to determine whether or not the
qudlity of the imagery is considered to approach the level
expected, with due regard to all of the factors which can
influence image quality. If the quality is not as good as
expected, then steps must be taken to determine the nature
and cause of the degradation so that appropriate corrective
action can be taken. In addition to evaluating "operatic.al"
imagery, as a means of monitoring the performance of the
imaging system, the film processing, and related activities,
the periodic analysis of "test" imagery also can provide the
basis for calibrating certain system components, film pro-
cessors and printers, film handling techniques, and numerous
other aspects of the imagery collection/processing/exploita-
tion cycle.

The variety of systems parameters is also discussed, and the reasons for
initiating the series of Image Quality Assessment Standards, with one treating

tribar resolution, are presented as follows:

The analysis of image quality involves the assessmept of
various parameters, including density, contrast, "edge"
sharpness, granularity, and resolution. To insure the data
derived from this analytical process are valid and useful,
standardized techniques and procedures should be used. This
has not been the case historically, resulting in a profusion
of data that is often of little value or even misleading. As
a result of this situation, an effort is being made within
the U.S. intelligence community to standardize some of

12



the more commonly used imagery evaluation techniques. "Photo-
graphic resolution" is probably the most commonly used method
of quoting system performance. In fact, it is utilized in a
variety of ways, including the development and calibration of
optical components within the sensor system and the calibra-
tion of processing/printing equipment in the photographic
laboratory, as well as for measuring the quality of the
actual imagery products derived from operational reconnais-
sance missions. It is for this reason that "resolution" has
been addressed initially in the current effort to standardize
imagery evaluation techniques.

This document [the tribar standard] was thus conceived and
designed to standardize procedures used by U.S. intelligence
activities in the assessment and expression of photographic
resolution. The initial problem was to decide which of the
several methods currently used to determine resolution should
be first standardized. "Tribar" resolution was selected
becaise it is the most commonly used and misused.

Other resolution measuring techniques, some of which are
still in the research and development stage, are under con-
sideration and may be addressed at a future time.

Thousands of tribar resolution target readings are often
necessary for the test and qualification of a new camera
system. While the number of readings may be reduced as new
resolution determination procedures are developed, the cur-
rent level of dependence on tribar resolution data will
continue for the foreseeable future. Among their many appli-
cations, tribar resolution data influence system acceptance,
estimates of system performance, and statements of image
quality. Thus, the data are important to the imagery acquisi-
tion and imagery exploitation communities alike. It is
therefore imperative that the reported values be accurate,
precise, and independent of reader, e¢quipment, and organiza-
tional bias. It {s not too strong a statement to say that
these conditions have not always been met; this standard is
intended to overcome this situatlon,

PURPOSE OF PRESENT RESEARCH

The intent of the investigations reported hervin was twofold., First, it was
hoped that a better understanding of the cffects of sinusoidal vibration en
photographic {mage quality could be achieved. Second, it was hoped that a

comparison of the image quality estimators themselves would prove useful to

the Air Force in fdentifying specific techniques for cach of the three

13




categories of laboratory facilities and that the results produced by the

several methods would prove mutually relatable.

The report has been prepared from the standpoint of a research psychologist
and is not intended to be an exhaustive review of image quality assessment
research. Where appropriate, previous research is specifically cited in the
descriptions of the techniques and procedures, and more general or detailed

references are also identified.

14
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Section 2
IMAGE QUALITY ESTIMATORS (SUBJECTIVE)

This section presents and discusses the two subjective methods of image
quality assessment applied in this research, Resolving Power and Visual Image
Evaluation. By subjective, the author means that the image is sampled by the
human perceptual system (rather than by a microdensitometer) and that the
judgment reported as the response parameter is arrived at cognitively (rather

than computationally).

A variety of tribar target designs and applications is presented, and
resolving power, the associated dependent measure, is defined. Some of the
strengths and weaknesses of this image quality estimator are identified in
the context of the research literature. A similar development is presented

for the Visual Image Evaluation technique.

TRIBAR TARGETS

Military Standard

Military Standard 150A (1959) defines the tribar target by the following

geometric specifications:
1. "The glf89t68h311 consist of a series of patterns decreasing
in size as the /E’. /5—. /5—. with a range sufficient to cover the require-

ment of the lens-film combination under test.

2. "The standard target element shall consist of two patterns

(two sets of lines) at right angles to each other.

3. "Each pattern shall consist of three lines separated by
spaces of equal width.

4. "Each line shall be five times as long as it is wide.”" (See
Figure 1.)

15
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Figure 1. Sample Patterns from a Military Standard Tribar Target

The target contrast is defined in terms of the (photographic) density
difference between the lines (bars) and spaces. A high contrast target is
specified as providing a density difference greater than 2,00. A medium
contrast target has a density difference of 0.80 *0.05 and a low contrast
target exhibits a denaity difference of 0.20 +0.05.

16



USAF 1951

R LT - 1

This target is a Military Standard configuration which follows a sixth-root-~
of-two progression. (This means that the line width doubles with each
seventh pattern.) It is arranged in groups of six elements with a group
number at the head of each group and an element number adjacent to each
element within the group to facilitate reporting. A typical USAF 1951
target might exhibit elements from Group -2/Element 1 (0.25 cy/mm) through

Group 7/Element 6 (228 cy/mm). (Other laboratory targets used for pro-
cessing and duplication control are described in the DIA Manual.)

Fixed Tribar Targets

Tribar targets are used outside the laboratory to support flight test
assessments of photographic acquisition system performance. Large, per-
manent targets have been constructed at several installations across the
country including Wright-Patterson AFB and Edwards AFB. The Edwards AFB Low
Range contains, for example, 14 tribar targets which are (nominally) identical
in geometric design and contrast. These targets follow a sixth-root-of-two
progression from a largest bar, whose width is 30.25 inches, to a smallest
bar, whose width {s 1.19 inch. The contrast of this type of target is
specified as the ratio of the reflectance of the white bar to the dark

background.

Mobile Tribar Targets

Military Standard 105A and nonsiandard designs have been fabricated as
portable targets. An example of a nonstandard design is the 51751 Tribar
Target. It exhibits a 5:1 aspect rati{o (bar length to width) and a (nom-
inal) 5:1 contrast (reflectance ratio). Instead of having the two ortho-
gonal patterns of cach element adjacent to vach other, the target Is phyvsi-

cally divided into two "legs." Each leg contains patterns which progress by
the sixth-root-of-two (with the vxception of the two jowest patterns on cach
leg). All lines on the same leg are parallel to cach other. The two legs
are displayed perpendicular to vach other in use. Each leg is 381 feet

long. Bar widths range from 96 {(nches to 0.5 {nch. (Descriptions of other

17




laboratory and field targets are provided in both the DIA and Controlled
Range Network Manuals.)

RESOLVING POWER

The dependent measure estimated through the exploitation of tribar targets

is termed resolving power (RP). With respect to the tribar target, Military
Standard 150A (1959) defines RP as the "ability to image closely spaced
objects so that they are recognizable as individual objects" and its measure-
ment as the "reciprocal of the center-to-center distance of the lines that

are just distinguishable in the recorded image." The unit used to express
RP data is cycles per millimeter (cy/mm) where one cycle corresponds to

twice the bar width.

katz (1963) recalls that the introduction of tribar targets into camera
testing in 1941 offered a quality control proceduru that had '"some relation
to the picture-taking community out in the field--the aerial reconnaissance
us rs." Brock et al. (1966) stressed that RP estimates have been made for
many years ind "have a commonly understood meaning throughout the photo-
optical community,'" and Mayo (1968) noted that it is the "most commonly used
criterion." 1In 1970, Brock pointed out the appropriateness of RP to esti-
mate the capabilities of cameras used against the rather specific objectives
of aerial reconnaissance. Higgins (1977) and others have noted that RP is
not necvssarily a good predicator of image quality and pointed out that "in
some cases [it) may be misleading.' Dainty and Shaw (1974) state that "it
is clear that resolving power {s nat awerely a measure of the ability of the
photographic layver to record fine detail; rather, it i{s a measure of the
complete lens/photographic/microscope/visual system, and the overall abilfty
te detect special types of signal in {mage noise." (Other discussions of
the advantages and disadvantages of RP measurements are found in Brock,

et al., 1966; Noffsinger, 1970; and Attava et al., 1966.)

REVIEW OF RP STUDIES

As has been noted, the application of RP measuremcnt as an image quality

assessment methodology has been pursued for at least 35 years. The findings

18




reported from other studies will serve as a background to the results of the

present experiment.

Pittman (1965) performed an analysis on the RP evaluation of three aerial
reconnaissance films. Tribar targets, at seven target contrasts, were
imaged under highly comtrolled optical conditions. Three subjects (Ss) read

the RP values. Pittman's conclusions are summarized:

1. The 99.7 percent confidence limits about the mean RP thresh-

olds were from 2 to 6 percent of the means themselves.

2% Significant reader differences were demonstrated for both

means and variability.

3. Significant reader-by-target contrast interactions were

found.

4., Standard deviations for individual films were 7 to 1l percenat

for one type and 10 to 18 percent (of the mean) for the other two films.

In the Final Technical Report on the four-year program, which included
Pittman's emulsion RP measurements, Attaya et al. (1966) strongly advocate
the application of analysis of variance to the study of RP data. They close
their discussion of this topic by =tating that "in summary, it is hard to
escape the conclusion that the most serious current problem in resolution
practices is the serious general lack of recognition of the statistical

nature of resolution."

Charman and Olin (1965) included the results of a study on RP as a function
of lens field angle in their tutorial on image quality criteria. Using four
Ss to determine RP at 10 format positions, they found differences between
readers and betwecn replicate readings by the same observer. They noted
that the differences between individual readers of the same tribar image

resulted in standard deviations equal to about 14 percent of the mean.
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Mayo (1968) reported on two RP studies., In the first experiment, using
three Ss, reader differences znd reader-by-target contrast interactions were
found. The second experimeat used six Ss. Ss were found to group, based on
RP readings, with about # 12 percent difference in the means of two groups,
but with each group being self-consistent to within about 6 percent of the
mean. Overall, the standard deviation was found to be approximately 12 per-
cent and Mayo con:luded that "all factors considered, no resolving power
determination should be assumed more reliable than *10 percent of the mea-

sured value, based on reader differences alone."

V1SUAL IMAGE EVALUATION

This method was apparently first proposed by Lt. Col. K. Saunders (then
AF/XO0WAO) in about 1970. He summarized this concept as follows:

The primary means . . . for evaluating photographic quality
involves the use of resolution targets. Another system .

is to determine the number of times the¢ negative film can be
enlarged and printed before the image begins to "break up." A
possible solution . . . would be to determine the enlargement
or magnification factor of the {magery . . . through the use
of an adjustable, high powered microscope.

This technique, then, was intended to provide an alternative to RP estimates
without requiring the prescnce of resolution targets. It was based on the
observation that photographic grain (and other physical characteristics)
place a limitation on the maximum usable magnification factor achievable in
photographic enlargement and printing. In fact, the first name for his
proposed technique was Maximum Magnification Factor (MMF), with the ter-
winology Visual Image Evaluation (VIE) coming into usage only during the
past 2 years. CGliatti (1978) provided a brief description of the method for
obtaining MMF estimates:

The procedure used is to view che imagery using a variable
-agnification zoom binocular microscope. The imagery is
magnified to a point of empty magnification; f{.¢., where no
additional information is obtained with increased magnifica-
tion; in fact, information is lost due to grain, limited image
resolution, motions during exposure, image contrast and/or
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other degrading factors. On a frame many MMF readings are
made in an area and the average magnification recorded.

A very limited study of the utility and robustness of the VIE approach was
performed by HRB-Singer, Inc., for the Rome Air Development Center in 1971.
Only five frames of imagery were used. Photograpnic resolving power for the
imagery used in the test was in the range 7.3 through 31.3 cy/mm. No signifi-
cant correlation between VIE and RP was found. A second evaluation of the
technique was performed at the Tactical Air Warfare Center (TAWC) under Pro-
ject 1125 and reported in the 1972 Constant Quality final report. TAWC

found that:

No correlation between MMF and resclution could be established
that would be useful to tactical image quality analysis.
Individual differences compounded by contrast variance, scale
variance, and target type are critical protlems which could

not be adequately defined or categorized using typical tactical
imagery.

Despite the discouraging results of these ecarly studies, attempts to apply
the VIE technique continued. Several problem areas appeared to require
solution. Readers, particularly tactical imagery interpreters, were not
sufficiently experienced in performing RP readings required for VIE com-
parison or in exploiting opticsl magnif{ications greater than about 10 diam-
eters. The third problem appeared to be that of individual differences,
cited by the TAWC study. The DIA Standard for RP readings ineludes a
tralning and certification procedure which supports the developoent of
stable RP estimates and provides experience in using higher optical magni-
fications. The problem of ind{vidual di{fecrences has been addreszed through
the use of a multiplicative correction factor for cach reader. The 1978
(draft) revizion of the Image Quality section of T.0. 10-1-6-2 provides
ciscntially the same procedure as was given by Gliated (1978) and alse
describes a way to correct for individual differcnces and make the resulting

reading corvespond direct] with RP values:

For cach reader, there in 4 different level at which “Empty
Magnification” occurs. Thuz a factor must be cstablished for
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each individual on each system. The majority of factors range
from 1.8 to 2.3. Initially, a factor of 2 is used until the

reader establishes his true factor.

r
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Section 3
IMAGE QUALITY ESTIMATORS (OBJECTIVE)

Four basic machine-based estimators of image quality were employed in this
research. They were acutance, edge width, reciprocal edge spread, and the

modulation transfer function. Each is defined and described below.

ACUTANCE

Edges abound in both natural and cultural scenes. Mathematically, an edge

(target) is a Heaviside Function, H(x), which is defined as:

0, for X = Xi
H(x) =

1, for X > Xi
where H(x) is in reflectance. If a photographic system were perfect, then
an edge target (*cflectance) would be recorded as an edge target (density).
In practice, such an input results in the creation of a recorded image in
which the transition between density levels is not a perfect Heaviside
function. If the edge exposure were perturbed (only) by linear motion, for
example, the resulting distribution would be a "ramp," having constant,
finite slope. Images created by these two systems (i.e., perfect and
degraded by motion) would, presumably, be easily distinguishable by obser-
vers, with the motion-degraded photograph appearing to be 'less sharp.” In
fact, s..h judgments, including ranking, have been made. Scott (1968)
reported that '"observers can just distinguish approximately 5 percent
differences in the size of the spread functions of grainless photographs of
identical scenes; for grainless photographs of different scenes, observers
distinguished the spread function size with 10 percent sensitivity."
Obviously, then, perceived sharpness is a dimens.oan along which one can

measure image quality. Acutance is an objective correlate to the subjec-

tively judged sharpness parameter.

Bibermen (1973) describes acutance as being "expressed in terms of the mean

square of the gradient of . . . density (in a photographic image) with

23




distance from the edge." Both Biberman and Thomas (1973) provide the same

formulae and prc:edure. The following procedure is extracted from Thomas:
1. Locate the endpoints (A and B) of the geometric edge.

2, Divide the distance between A and B into small, equal inter-
vals, AXi

3. Measure the density difference ADi for each interval from the

(smoothed) microdensitometer trace (calibrated in density units).

4. Compute the gradient %%— and square it for each interval.
i

5. Compute the quantity [éx ] e where

2
[(; 2] _ gﬁnilaxi)
X n
and n is the number of intervals.

6. Normalize against the density range DS corresponding to A and

B and rompute acutance:

Ei:i
b
Acutance DS

Gliatti (1978) and Attaya and Yachik (1971) report on the application of
acutance in the laboratory. Roetling, Trabka, and Kinzly (1968) relate it
to the MTF-based equivalent passband. Kress and Gliatti (1977} describe the

procedure used in support of the present research.
EDGE WIDTH/RECIPROCAL EDGE SPREAD

It is intuitively appealing tv relate a directly observable feature of the
microdensitometer scan (trace) across an edge to the image quality of the
system. This has been adopted into practice through the use of two mea- ¢

sures, the edge width and the reciprocal edge spread. The edge width {8 the

24




R AR

physical distance between the minimum and maximum density levels of the

recorded edge and is expressed in micronms.

LA T g —— ———

Transfer function analysis relates image quality to interpreter performance.
Roetling, Trabka, and Kinzly (1968), for example, noted that '"the transfer
function response at a spatial frequency corresponding to the reciprocal of
an object size is often used to estimate the detectability of an object."” A
similar argument appears to underlie the derivation of the reciprocal edge
spread (RES) as an image quality assessment. The edge width is inverted and
multiplied by the constant 1000 (microns per millimeter) to obtain a value
that is expressed in cycles per millimeter, i.e., directly comparable to RP.
Kress and Gliatti (1977) show the use of both the edge width and the recip-

rocal edge spread.

MODULATION TRANSFER FUNCTION (MTF)

The analytic and practical application of linear systems theory has been
well established for electrical communications systems. A natural extension
occurred with the replacement of temporal frequency response (of use in
electronic engineering) by the parameter of spatial frequency response,
which is of significance to the photographic systems designer/evaluator.

The advent of rapid computational methods, particularly the Cooley-Tukey
algorithm, and their continued improvement (e.g., Gold and Rader, 1969) have
supported thelr widespread application. Several sources provide excellent
and rigorous mathematical developments for the MTF. (The author follows

Dainty and Shaw, 1974, in making the following observations.)

The photographic system is assumed to be both linear and stationary.
Linearity requires that {f a complicated input (e.g., a target's exposure
distribution) i{s decomposed into simple inputs (specifically, sine waves of

differing spatial frequencies) and if the output (density distribution) {s

; known for each such elementary input, then the overall output is simply a
g weighted sum of the elementary outputs. Stationarity means that the system
1 é point spread function (i.e., the density distribution resulting from a point
f £ exposure source of unit amplitude) has a constant shape at all locations in '
E 3
%.
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the total image area. If both linearity and stationarity obtain, then the
system output is simply the input (mathematically) convolved with the point

spread function.

The line spread function is the response of a photographic system to a line
input and is developed from the point spread function by (mathematical)
integration over one spatial dimension. For physical reasons, the line
spread function is more amenable to empiric estimation than is the point
spread function. Specifically, if an edge is imaged, then the (mathematical)
derivative of the edge spread function (i.e., the system's density response
to a Heaviside function input exposure distribution) is the line spread

function.

The ratio of the output to input modulations, for a sinusoidal exposure, is
a function of the spatial frequency (which does not change) and is equal to
the modulus of the Fourier transform of the system spread function evaluated
at that frequency. This ratio, computed or measured over a range of spatial

frequencies, is the MIF.

The MTF of a photographic system is, then, a general descriptor of that
system and, further, may be estimated by accomplishing the following steps:

1. Image an edge.

2. Convert the recorded density distribution to an exposure
distribution.

3. Differentiate to obtain the line spread function.

4. Fourier transform to obtain the MTF.

This process is shown in Figure 2.

There are advantages and disadvantages to using edge targets in obtaining
MTF estimates. The major advantages are that edges occur in the real world,
particularly in cultural areas, and that edge images can be recorded as
digital density values (for further processing) with relative ease by using

a microdensitometer. The disadvantage is that is must be e¢stimated in the

presence of emulsion grain noise, and the envelope of the Fourfer integral
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Figure 2. Process to Obtain MIF from Edge Target

of the Heaviside function decreases monotonically with increasing spatial

frequency, resulting in a decreased signal-to-noise ratio. A more favorable
signal-to-noise ratio is usually attempted by employing a long, narrow slit
in the microdensitometer, but this introduces constraints in edge selection

and slit/edge alignment.

The application of the MIF to systems design and analysis is of unquestioned
utility. From a mathematical point of view, the MIF is a highly tractable
describing function. More importantly, perhaps, is the practical considera-
tion that a photographic system can be synthesized from its component parts
by the cascading (forming the joint product) of their respective MIFs., It
is typical (e.g., Jensen, 1968) to treat the total system response in terms
of the products of the MTFs for the lens, film, atmospheric turbulence, and
image motion.

The MTF can be applied to the prediction of the syatem resolving power limit
by combining it with a second describing function, the aerial image wmodula-
tion (AIM) curve. The AIM curve is the threshold (5C percent response)
resolving power measure (see above) for a film/processing combination. It

is estimated by reading sets of tribar targets impressed on the film at i
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incremental modulations. AIM curve data are published by film manufac-
turers. Rodriguez-Torres and Summers (1976) and Fryer (1977) describe
laboratory procedures for generating such threshold functions. These curves
are overlayed onto the MTF and the intersection is deemed to be the resolu-
tion limit. AIM curves are based on an assumed high contrast (1000:1,
typically) input to the camera system and must be modified in practice to
correspond to the actual contrast presented to the lens. This is accom-
plished by either multiplying the camera system MTF or dividing the AIM
curve by the specific target modulation of interest. Numerous MTF/AIM
predictions of limiting resolution appear in the literature. Berkovitz
(1969) reported "close correlation' between MTF/AIM predictions and RP
estimates and noted that 'this correlation indicates that combining the lens
MTF with the film modulation detectability curve is an accurate and reliable
method of predicting the resolution of a photo-optical system.' Sikora and
Kuperman (1970) reported on the use of MTF/AIM in determining limiting RP
for a reconnaissance system undergoing flight test evaluation. Brock (1967)
pointed out the AIM curve is based on tribar (i.e., square wave) targets,
while the MTF assumes a sinusoidal input, but stated that '"the prediction of
resolving power from MTFs and thresholds, though theoretically undefensible,

gives useful results and is widely used because of its convenience."

Two different MTF/AIM image analysis programs were utilized during the
present research. The first was developed by the Dynamics and Environmental
Evaluation Branch of the Air Force Avionics Laboratory (AFAL/RWF). The
procedure used is documented in Gliatti (1977) and Kress and Gliatti (1977).
The steps are essentially those showr in Figure 2, with the addition of
ensemble averaging of multiple microdensitometer scans across an e¢dge to
provide "an unbiased estimate of the density profile on the edge and an
improvement in the signal-to-noise ratio approximately equal to the square

root of the number of scans" (Gliatti, 1977).

The second {mage analysis was performed by Mead Technology laboratories,
Inc., (MTL) Dayton, Ohio, as a commercial service. Although not explicitly
identified as such, AFAL-TR-74-218, "Photographic Systems Performance

Analysis Using Double-Annulus Targets,' appears to document the procedure
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followed in generating the estimates of limiting RP by the MTF/AIM mzthod as
used at MTL.
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Section 4
RP STUDIES OF IMAGE MOTION

Applied research into quantifying the effects of image motion on camera
system RP performance falls naturally into two categories. Uncompensated
image motion, introduced by insufficient correction for the angular motion
(with respect to the ground scene) caused by the forward movement of the
film plane during the exposure period, is common. Image motion compensation

(IMC) error is linear in nature and is proportionate to:

(V/H) (cos 0)

where

V = ground speed
H = altitude (same units of distance as V), and

O = (forward) obliquity angle (radians)

Linear image motion effects on RP are covercd analytically in Brock (1967)
and Rosenau (1963). A detailed description of laboratory measurements is
given by Wernicke (1959). A more interesting case of sinusoidal motions and
image quality losses is presented by Sun (1967). The present research is,

in part, a replication of a portion of Sun's experiments and so his work was
of major importance to the author. Sun's method of gencrating his experimen-
tal photography is specified in his report. The method used in the current
study is almost ldentical., (Sce Section 5, METHOD.) He performed the

serivs of experiments that are summarized below,

Amplitude Effects: The conditions were:

Frequency = 30 Hz

Amplitude

0, 00025 through 0,00150 inch
250 mfllisccondsx

Shutter Speed

Target High, medium, and low (nominal) contrast
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The results of this test were that '"resolution drops very rapidly in
the region from stationary to 0.0005 inch amplitude'" and that "for
amplitudes larger than 0.001 inch, resolution decreases slowly as
vibration amplitude increases." Sun also pointed out '"that for vibra-
tion amplitudes larger than 0.0005 inch the resolutions obtained with

all three degrees of target contrast were very nearly the same."

Target Aspect Ratio: This was a replication of the amplitude effects

experiment except that "a high contrast USAF standard target' was used.
(The Amplitude Effects experiment employed tribar patterns which exhib-
ited constant bar length and bar widths which decreased according to
the sixth-root-of-two; they were thus variable-aspect ratio targets,
whereas the USAF 1951-type target maintains a constant 5:1 length-to-
width aspect ratio.) Sun found '"that the results are essentially the
same" and concluded that "this demonstrates that the aspect ratio
difference between the two types of target does not produce significant
difference in the test results.”" He based this finding on the sub-
jective comparison of two plots, each of RP versus vibration amplitude,

for the two (nominally) high contrast targets.

Frequency Effect: The targets were of high, medium, and low contrast

and variable aspect ratio. The vibration amplitude was held constant
at 0.00025 inch and the shutter speed at 250 milliseconds. Vibration
frequencies were varied over the range 5 through 50 Hz. The result was
that "resolution i{s independent of vibration frequeucy for fixed

amplitude."

Exposure Effect: The Frequency Effect conditions were modified as

follows:

Amplitudes: 0.00025, 0.0005, and 0.001 inch
Frequencies: 20 and 40 Hz

and the exposure was varied onc-half stop above and below the normal

setting through the use of neutral density filters. Sun concluded -

31




i

"that the variation of exposure in this range has no significant effect

on resolution."”

Rotacion Effects: The conditions were:

Target: Medium contrast, variable aspect
Shutter Speed: 250 milliseconds

>requency: 30 Hz

Arplitude: 0.00025 and 0.0005 inch and the target

was rotated through several orientations
between 45 degrees either side of the
normal orientation {i.e., bar widths
perpendicular to the direction of the

displacement).

Sun concluded, based on a comparison against the medium contrast target RP
data from the Amplitude Effects study, that '"resclution depends only on the
image excursion perpendicular to the target bars,” that is, across the width

of the bars.

Low Frequency Effect: This was a primarily analytical treatment of the

case in which "only part of the vibration cycle is included during the
shutrer open time." The major effect was found to be due to the image

excursion and similar to the linear motion case.

Sun's experiments form the baseline on which the methodology of this present
research as developed. The independent variables of his Amplitude Effects
and Targe: Aspect Ratio studies are replicated (as described in the next
section). Further, a predictive model, suggested by Sun, {s described and
applied in Section 6.
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Section 5
METHOD

IMAGERY

Since the intent of this study was to compare image quality estimation
techniques, the stimulus set was created to provide a broad range of image
quality. This was done by imposing sinusoidal image motion (at a constant
frequency of 30 cycles per second) during the 1/4-second exposure period.
The amplitude (peak-to-peak) of the film plane displacemvnt was varied
between 0.0 and 0.00150 inch in increments of 0.00025 inch. A second
dimension of image quality variation was introduced through the use of four
different target contrasts. A USAF 1951l-type target having a nominal
density difference (between the light and dark areas) greater than 2.00 and
three versions of an "L" target exhibiting nominal density differences of
2.50, 0.90, and 0.20 were used. The imagery set was, then, a 7-levels-of-
vibration amplitude by 4-levels-of-target contrasst in a full factorial
arrangement. Four replicate photographs were present at each of these 28
conditions. Each of the image quality evaluation techniques was applied to
all 28 photographic conditions (with the single exception noted below).
Figure 3 preseants the photographic conditions used in this experiment,

AMPUITUOE OF USAF MG MEDIUM LOw
30 He SNUSOIDAL 1981 TR N A
VBRATION 1 1 1

0 00000(nches) 4 REPLICATESE
000028

0 060080
00007%
000100
000129
000156

Figure 3. Design of Imagery Sct
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DESCRIPTION OF PHOTOGRAPHIC SYSTEM

The controlled production of stimulus materials is crucial to the validity
of any image quality assessment research effort. The imagery used in this
study was provided by the Dynamics and Environmental Evaluation Branch of
the Air Force Avionics Laboratory and was created by following the pro-
cedures in Sun (1967). Figure 4 presents a cutaway drawing of the photo-
graphic system that produced the stimuli used in this experiment. The main
components of the system and the calibration procedures followed are de-

scribed below.
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Figure 4. Side Elevation of Photographic System

Light Source

A 400-watt quartz-iodine lamp was used as the source. The lamp viclded a
nominal 7500 lumwens at a color temperature of 2900 degrees Kelvin., 1t was
mounted at the center of an 18-{nch-diamcter integrating sphere (painted
with five coats of Burch Phutomctric Sphere Paint No. 2210). An aluminum
baffle, also coated with sphere paint, was suspended by fine wires to shicld
the 2-inch exit pupil of the sphere from Jdircct {llumination by the source.

The light source was operated at 1.2 amperes.
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Shutter Assembly 2nd Shutter Efficiency Test

A 3.5-inch Rapidyne electric shutter was employed to control exposure time.
The shutter control unit provided selectable shutter speeds between 1/25

and 1.27 second. The shutter had two sets of leaves, one normally open and

one normally closed. Two pulses, generated by the shutter control unit,
sequenced the operation of these leaves; the interval between the pulses was
the exposure time, At the first pulse, the normally closed leaves sprang
open. At the second pulse, the normally open leaves sprang shut. The

second pulse also initiated a cam action which reset the leaves for the next

shutter operation.

A perfect shutter would be one which was capable of instantaneous opening or
; closing, (i.e., a rectangular wave response). A real shutter's operation is
represented by a trapezoidal response because of the time required for it to
reach the full-open or full-closed state. The efficiency of a real shutter
is the ratio of the areas of the trapezoid to the rectang.e. (The following

shutter efficiency test was performed after the collimator and lens were

aligned and calibrated.)

The exit of the collimator was partially masked by inserting a glass slide,
vhich had been opaqued except for a small central section, i{nto the target
holder of the collimator. (The unmasked region corresponded to the location
of the zarget image during stimulus production.) A Sensor Technology $T-202
photovoitaic semiconductor photosensor was located at the focal plane of the
lens in place of the film. The unmasked region of the glass slide was
sufficiently small to permit all light to fall on the responsive surface of
the photosensor. A Fairchild Mndel RAZ41C amplifier was used to amplify the
photosensor output for display on either an oscilloscope or chart recorder.
The recorded output was compared against an ideal rectangular vaveform,
following the procedure given {n Kuperman (1966), and a planim=tric mseasure-
ment was made for computing shutrer efficiency. The mecasured cfficiercv vas
found to be better than 97 percent. Figure 5 presents the vaveform com

parison us#d in measuring shutter »fficiency.
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Figure 5. Shutter Efficiency (omparison

Targets

Two types of tribar targets were used in this investigation. The first was

a USAF 1951 design (see above), which was a master taiyet ({.e., an original
from which other targets may be made by photographic dupli.acion). It was a
high contrast target, in a Military Standard 150A sense, with & density dif-
ference between the clear bars and dark background greater than 2.00. The
three other targets were nonstandard. All were contact exposed from a

master Data Corporation "L" target. The "L" target differed spatialiy from
the USAF .951 target in two ways. First, orthogonal patterns are separatad
fnto two legs (as in the 51/5]1 mobile field test target) rather than being
presented adjacent to each other. The second difference is that the length
of each bar is constant, which causes the aspect ratio of the bar to increase
as the pvac width decreases. The aspect ratio of the widest bar was approxi-
aately 90:°. Three "L" targets were made photographically from a master
targe! ard acutral density filters were interposed during these exposurcs to
achieve !ii:erent target contrasts. The density differences for the resulting
high, medium, and low contrast "L" iargets were 2.50, 0.90, and 0.20, respec-
tively. Figures 6 and 7 present the designs of the two tyves of tribar
targets used in this study. 1t should be noted that both target types
provide identical Group/Element (bar width) presentations except that the

"L" target has an additional value at the highest resolution (smallest bar
width). Both follow sixth-root-of-two pragressions.
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Figure 6. USAF 1951 Target Layout
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Figure 7. "L" Bar Target Layout

Collimator

An £/10, 80-inch focal length collimator (manufactured by the American
Optical Company) was mounted in a rigid, tubular frame. The frame was
located on a heavy concrete seismic block to isolate the optical train from

environmental vibrations.
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Lens

An f/5.6, 24-inch focal length Pacific Optical aerial camera lens was used.
It was installed in an optical clamp on a table which was mounted through a
machined way interface to the rigid frame. The ways provide for focusing
the lens with respect to the collimator. A laser was used to align the lens
and collimator (and all other components of the photographic system). The
focal plane of the collimator was determined by autocollimation. The
position of the camera lens was then adjusted to bring the target image into
sharpest focus on a ground-glass slide installed at the focal plane. The
collimator-lens arrangement served to reduce the target optically in direct
proportion to the ratio of their focal lengths. In this case, the reduction

factor was 3.334.

Film Plane Assembly

A 70mm manually-driven film magazine, equipped with a spring-loaded platen,
was modified by the addition of a mechanical frame which arrested the for-
ward travel of the platen, fixing the film plane at a constant position.

The magazine was mounted onto a triangular metal frame, which, in turn, was

mounted to the collimator support frame by means of three steel bars.

A photosensor and its amplifier, identical to those used with the shutter
assembly, were mounted at the top of the film plane assembly. Within the
upper tubular section of the collimator support frame, a 100-watt quartz-
iodine lamp illuminated a sharp, transmissive edge through a lens to form an
image on the photosensor. Vertical movement of the film plane from the rest
position resulted in either an increase (upward displacement} or decrease
(downward displacement) of the voltage output from the photosensor, as

depicted in Figure 8.

Vibratory Excitation

A Hewlett-Packard Model 202A oscillator was used to generate a sinusoidal

waveform of the required frequency and amplitude. This signal was fed
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Figure 8. Displacement Pickup System

through a preamplifier (having a fesdback circuit for gain control) into a

power amplifier which drove an MB Model 531 vibrator, which in turn moved
the film plane.

At a given frequency of sinusoidal motion, the dynamic force required to

achieve a specific peak-to-peak displacement amplitude is given by:
Feu %2

where

force (pounds)
= peak-to-peak amplitude (inches)

frequency (cycles/second), and

X ™m > =
]

mass of film plane assembly (alugs)

g}

.
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Since the weight of the film plane assembly was 22 pounds, this equation

reduced to:
F=1.12 A f2

Since measuring the dynamic force was not a practical means of controlling
the film plane motion, the filu plane assembly photosensor was calibrated to
facilitate control of the displacement. The lamp current was fixed at

6.05 amperes. Weights (corresponding to the dynamic force) were added to
the film plane assembly and the resultant displacements were confirmed from
a 0.0005-inch-resolution dial gauge. The output voltages were recorded.
Figure 9 shows the relationship between displacement of the film plane and
pickup photosensor voltage output. The gain of the amplification circuit
driving the vibrator was adjusted during photography collection until the
voltage from the photosensor matched that correspcnding to the required

vibration amplitude.

POSITION (10°2 inch)

o 10 20 30 40 80 60
PHOTOSENSOR OUTPUT (VOLTS)

Figure 9, Calibration of Displacement Pickup

Photography

Eastman Kodak Type 3404 high definition aerial film was used. It was pro-

cessed in an Eastman Kodak black-and-wvhite Versamat at 18 feet per minute,
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using one tank and MX-641 chemistry to achieve a gamma of 1.50. The charac-

teristic processing curve is shown in Figure 10.

22+
2.0-
1.8
1.64
1.4+
1.2+
1.0
0.8+
0.8
0.4
0.2

DENSITY

0 03 08 09 12 15 18 21 24 27 30
LOG EXPOSURE

Figure 10. Characteristic Curve for Type 3404 Film
SUBJECTS

All four subjects were males who demonstraied at least 20/20 Snecllen acuity
(corrected or uncorrected). All were =@mployed in a government laboratory in
positions requiring them to perform subjective estimates of photographic
image quality as a primary job function. All subjects had received (ini-
tial) RP certification (see below) in accordance with the DIA Standard in
November 1978. S1 was 24 years of age, had approximately 6 months experi-
ence as a reader, and had received graduate level education in Photographic
Sclence. S2 was 41 years old and had 23 years of imagery interpretation
experience, almost all of which was in image quality assessment. He had
been trained in 1956 as a photographic interpreter. S3 was I8 years of age
and had 3 years experience in image quality assessment following completion
of a military service correspondence course in photographic interpretation.
S4 was 45 years of age and had had exactly the same training and experience
as $3. (It i{s noteworthy that all four subjects were recertified in May
1979 in accordance with the DIA Standard. Thus, criterion performance was

demonstrated both before and after the RP readings reported herein were




obtained.) All readers had received on-the-job training in using the VIE
technique and had at least 6 months of practical (although intermittent)
experience in employing it as a routine part of “heir assigned duties.
Subject S2 had had the most experience, having previously taken part in an
in-house investigation of VIE,

RP READER TRAINING AND CERTIFICATION

The DIA Standard requires a four-phase program for the training and certi-
fication of RP readers. In Phase I, intended for new readers, the concepts
of resolution and test target design are explained (with the Standard serving
as the textbook). The criteria for judging whether specific test target

elements are resolved are also presented. These are:

A. The image of the bars in the element shall be perceived
such that the number of bars could be counted with rea-
sonable confidence even if the number were not known to
be three. Otherwise, the element is judged not resolved.

B. Rounding of the corners and shortening of the bars are
reasonable effects to expect in a just-resolved test
target element. As a guide, the element image should
show the three bars as approximately equal in length.
However, the element may be judged resolved if any one
bar is at least half as long as the other two and the
element otherwise meets the criteria of this section,

c. For an element to be judged resolved, there must be a
visual perception of density difference between the bars
and their surround for the entire length of the bars,
even though this density difference may not be uniform
for the length of the bar due to grain clumping or other
artifacts.

D. A single element that is resolved, but is immediately
preceded and followed by elements not resolved, chould
not be counted. However, {f two or more elements are
resolved after an unresolved element, then the highest
resolved element should be counted,

The artifact of spurious resolution {s also introduced and described as
"false or misleading [resolution] and is not to be counted as resolved.
This false resolution can be described as an imagc of an element with a

phase shift. This characteristic {s most often observed as a contrast
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reversal in the bar image; i.e., an effective interchanging of the position
of bars and spaces. When the shift is present, a different number of lines

from the actual number in the target element is observed."

At Phase 11, the experienced reader joins the novice in training. This
block of instruction is intended to provide motivation; it stresses the need
for standard resolution reading rules and procedures. The criterion of
reasonable confidence is also developed and motivated. Reasonable confi-
dence "is intended to indicate a level of confidence that is somewhere
between complete confidence and no confidence at all." Photographic prints
are provided in the Standard to demonstrate both the judgment criteria and
the criterion of reasonable coniidence. The "school solution' is provided
for each example along with a brief comment as to why the given answer is

correct (e.g., Criterion D, above}.

Phase III concentrates on applied experience. A set of 60 unclassified
paper prints of tribar targets is utilized. The trainee practices with
subsets of 15 prints, for which he has the answers, until his responses
agree (in mean and standard deviation of the reading error) sufficiently

with the given values (see the requirement for full certification below).

Phase IV is certification testing. A set of 34 unclassified glass-mounted
film chips is employed. "A reader will be deemed fully certified if the
mean reading error calculated i{n both directions is no greater than 6 per-
cent and the standard deviation of the differences {s less than 16 percent.”
(When the author underwent certification training and testing in May 1979,
34 glass-mounted film chips were also used in Phase 111 instead of the paper
prints.) Readers are recertified through the same testing procedure every

6 months.

VIEWING EQUIPMENT

The Di\ Standard for tribar assessment is explicit in describing the viewing
¢quipment to be used. This procedure was followed sery closely in the
present research {n collecting both the RP and VIE readings. In the fol- -

lowing dewcription of the vicwing station, the appropriate sections of the
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DIA Standard are presented as direct quotations and the exact configurations

used in this research are reported.

Light Source: "The 1light source shall be variable and of sufficient
intensity. The intensity range shall be such that the luminance of the
image seen by the reader can be adjusted to a comfortable level. 1In
general, sufficient intensity means that the maximum available inten-
sity is seldom required and the reader does not feel that additional
light would result in improved reading conditions.”

The light table used, which includes the light source, was a Richards
Corporation Master Interpretation Module System self-standing elevating
table equipped with a vacuum stage and Vernac optical-mechanical mensuration
feature. The table had been modified to provide a high intensity spot
illumination capability. RP and VIE readings were made with the normal
light source which has a nominal maximum brightness 2500 foot'amberts. None

of the readers used the maximum available intensity.

Microscope: "A variable power, binocular microscope, such as the
Bausch and Lomb StereoZoom 7 or equivalent, shall be used to evaluate

the imagery."

A Bausch and Lomb StereoZoom 7 power pod was, in fact, used for RP and VIE
readings. The eyepieces are inclined 45 degrees from vertical to minimize
fatigue. The left eyepiece is equipped for independent focusing (while
coarse and fine focus control is provided by raising/lowering the microscope
on its overarm carriage). The manufacturer claims resolution of 300 cy/mm

(minimum) at a 70X magnification.

Magnification: "The magnification of the viewing microscope shall be
between 0.5 and 1.0 times the reselving power (in cycles per miliimeter)

that is expected to be read.”

The power pod was equipped with 10X, l7mm eve-relief wide-fleld evepieces

and a 2X supplementary lens attachment. The resulting range of available
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magnifications was from 20X through 140X. This range would be appropriate
for resolutions in the range from 20 through 280 cy/mm.

Vibration: "The viewing equipment shall be free of noticeable vibration
when viewing imagery at the highest magnification to be employed."

The readers did not report any noticeable vibration nor -/as any observed by
the experimenter. Additional isolation had becn achieved through the use of

elastomeric isolators between the table and floor.
MICRODENSITOMETRY

All microdensitometry was accomplished on a Mann-Data Micro-Analyzer using a
1 x 60 micron slit aperture. (The procedures for setup and calihration are
described in Loosberg, 1972, and Kress and Cliatti, 1977.) One of the
target/amplitude photographs was selected for machine rcading from each set
of four replicates. A single bar, within the largest element, was used to

Point Number within that Card/Mark III that h.: wishes to enter.

The slit width and sample spacing parameters are of most direct importance

in any subsequent analysis of the spatial frequency content of the digitized
edge, since they determine the spatial frequency cutof! of the microdensi-
tometer. (The modulation transfer function analysis, in particular, requires
that these parameters afford sufficient high spatial response to support thc
reconstruction of the highest spatial frequency recorded by the photographic
system under investigation.) The sampling theorem of communication theory
requires that, in order to reconstruct a specific spatial frequency, at

least two samples must be obtained during a period. This theorem is
reflected by the sample spacing. The cutoff frequency imposed by the

sampling interval, fx' is determined as follows:
fx (cy/mm) = 1000 (microns/mm)/{2 (samples/cy) X (microns/sample)]

where AX is the sampling interval.

46




The l-micron sampling interval allows reconstruction of spatial frequencies
up to 500 cy/mm. The second parameter, aperture size, is treated similarly.
Only the dimension in the scanning direction need be considered. (The slit
length permits achieving a more favorable signal/noise ratio by permitting

samples to be integrated over a larger area.) The aperture response for the

l-micron slit width is greater than 50 percent at 500 cy/mm.

Thus, the combined sampling and aperture spatial frequency response capa-

bility is more than twice the maximum limiting resolution to be expected,
based on the lens/film combination (as predicted by the ISL and MIF methods
in Section 6).

L The maximum amplitude (peak-to-peak) of the induced sinusoidal motion is
I .00150 inches. A total of 128 samples was recorded on each microdensi-
tometer trace, yielding a scan length of 128 mirrons. The scan length is

more than three times the extent of the largest induced motion.

MODULATION

Modulation values for each photograph were derived from the microdensi-

tometer scans. Minimum and maximum density values were found which cor-

s ey

responded to the bar and space, respectively. These were converted to

relative exposure space by passing them back through the charact-ristic film

processing curve (Figure 10). Modulation was then computed as the ratlo of
the sum of these minimum and maximum exposures to their difference, Figure 11
preasents the modulation for all 28 conditions. The modulations for the

static conditions were:

Target Modulation
USAF 1951 0.76
High Contrast "L" 0.66
Medlua Contrast "L" 0.52
Low Contrast "L" J.08
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PERCENT MODULATION
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Figure 11. Target Modulation Values
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Section 6
RESULTS

.‘
. ]

PREDICTIVE

In order to develop a model of a system, in this case photographic per-
formance in the presence of sinusoidal image motion, it is usual to apply
analytic representations of that process to the a priori information and
predict the effects of the process under those conditions, In this research,
two such modeling approaches were attempted. The two models are the Inverse
Square Law (ISL) and the MTF. Both allow separation of system components
into lens, film, and image motion limits, and also support performing a
synthesis of these components to predict total system performance in terms

1 of the resulting image quality. (Note: Image quality is considered only in
" the direction of the applied motion, i.e., the vertical direction in
Figure'4.)

Inverse Square Law

- Tne ISL is an extension of a procedure, the reciprocal formula, which
provides a simple approximation method. Katz (1963) developed a heuristic
rationale for this representation:

Consider an infinitcly narrow line in real space being imaged
by a real lens with {ts limitations. he lens would take this
long, infinitely thin line, and spread it out (in the aerial
image) to a width W : ti.at {8, the image wid*h due to the lens
itself, Similarly, consider an {nfinitely narrow line produced
by a nonexistent perfect lens and imaged on the film, The
film, having a resolution limit all its own, would take this
infinitely narrovw line and spread it out to a line width W
(just before it hits the film); the {ilm, receiving this

image, would perform its spreading on cach edge, making a
total of W, + Hl. (This 's ecasily recognized as simple addi-
tion of .p$z size diamete:s.) But this is not very scientific.
I simply introduced the cunvention that W, = I/R_and W =
1/R,, converting widths to resolution nuuger:. l&us proauclng
the ancient formula URMl - lfR‘ + l/Rl.

v e o gy
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The resolution
term, Rm. The
ISL:

limit imposed by imag. motion is represented by a similar
simple formule was modified to the follovwing form, the

2 o 2 2 2
I/Rs 1/R£ + 1/Rf - 1/Rm

where

x X X
M o O

{(Wernick, 1959,

Using the ISL,

resolution limit of total system (cy/mm)
resolution limit of lens (cy/mm)
resolution limit of film (cy/mm)

resolution limit due to image motion {(cy/mm)

for example, used both forms.)

we can predict the results of the experiment by computing the

resolution lim't of each component and taking square root of the reciprocal

sum of the squares of the individual limiting resolutions.

£

R,: Assuming a diffraction limited lens and applying the Rayleigh

criterion for resolution, we have:

where

-
a

We obtaln

=
[ ]

"1.222F .22 f

-~ w O
]

D 1

(cy/mm)

lens diameter (4.29 inches)

lens focal length (24 inches)

relative aperture (£/5.6), and

effective wvavelength of white light (5.55 = 10 “/ms)

264 cy/mm




Rf: Manufacturer's published film limiting resolution data for

= 1000 and Ci
= 1.6 (where Ci is the ratio of the maximum illumination from the target to

Type 3404 film is available for two input contrast ratios, C

the minimum).

Since the film resolution limit is dependent on the input target modulation,
a computational method (Fraggiotti, 1979) can be employed to find Rf at the
modulations of interest (0.76, 0.66, 0.52, and 0.08; see Section 5).

The published resolution limits are based on the MTF and the Threshold of
Detectability (TOD) curves shown in Figure 12. (The MTF for Type 3412 film,
a newer high resolution aerial reconnaissance material, is also shown for
comparison.) The MIF curve is from the Eastman-Kodak Data Sheet for high
definition aerial film Type 3404. The TOD curve is made up of two segments.
The low spatial frequency portion (out to about 25 cy/mm) represents the
modulation required by the observer to report the presence (detect) of a
pattern 50 percent of the time. Various values between 2 and 4 percent

modulation have been reported and a value of 3 percent is used in the figure
(kCA, 1974).
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Figure 12. MTF for Type 3404 and 3412 Photographic Emulsions
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The high spatial frequency portion of the TOD curve is based on film gran-
ularity. Granularity is defined as the subjective impression caused by the
film grain distribution. Selwyn (1935) proposed the following formula to

represent granularity data:
G =0y (2 812
where

G = granularity
od = gtandard deviation in density about a mean value

A = area of scanning aperture

Kodak measures granularity at a density of 1.0 above base plus fog, using a
spot aperture of 48 microns diameter. The published diffuse granularity for
Type 3404 film is 9.7. The portion of the TOD curve in Figure 12 due to
granularity is from Coltman (1954). The limiting resolutions for the film
at the required modulations were found by shifting the MTF curves down (as
shown in Figure 13) and reading their intercepts with the TOD curve. (The
1000:1 contrast MTF curve Mi(S) is retained for reference.)

e e S M s T —T T
8 Mi4) ~
4= (
L M;(2)
2k \

M;(1) /
b
_ 170 (EVE) /L )
(GRANULARITY)
A . 1

002 N | B ad PO BT P 1
1 2 4 8 810 20 40 60 80100 200 400 600

SPATIAL PREQUENCY - (ey/mm)

1o 1.1,

1

i 1..A/

2 8 8-

Figure 13. Limiting Resolution of Type 3404 Emulsion
for Several Contrasts
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The following film limiting resolutions were found for the four modulations

of interest:

Modulation Limiting Resolution (cy/mm)
Mi(S) 1.00 475
Mi(4) 0.76 370
Mi(3) 0.66 345
Mi(Z) 0.52 290
Mi(l) 0.08 , 58

Rm: The limiting resolution due to sinusoidal image motion is given by

the equation:
R = 1l/a
where
a is the peak-to-peak amplitude (in mm)

The values of Rm’ then, depend only on a and, in the present experiment,

were found to be:

a_(inches) Rm (cy/mm)
0.00000 @
0.00025 157.5
0.00050 78.7
3.00075 52.5
0.00100 39.4
0.00125 31.5
0.00150 26.2

The ISL was then used to combine the RE' R,., and Rm values to find the Rq

f
values for each to the 28 conditions of the experiment as shown in Table 1.
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These values are also plotted in Figure 14. From the table and figure, it

can be seen that

. the effect of target modulation is pronounced only for the low

contrast "L" target and only out to about the 0.00075 inch ampli-

tude condition.

[ the effect of image motion is most strongly evidenced out to the

0.00050 inch amplitude condition.

220

USAF 1951

L (cy/mm)

0 o 'l A A - .

000 28 60 16 100 128 150
ANMPLITUDE (x10°IN.;

Figure 14, Limiting Recolutions Predicted
by ISL Method
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MTF

The MTF was described above (Section 3) in the context of image quality
analysis. It can also be applied as a predictive tool because the MTF of a
system is the product of the MTFs of its componerts. Modulation M is
defined as:

I -1
max min
I + I
max min

M=

where Imax and Imin are the (respective) maximum and minimum light inten-
sities. The MTF, T(K), then is the ratio of the output modulation MO(K) to
the input modulation "1(K) at the spatial frequency K. Because of the
multiplicative (cascading) property of the MIF, we have:

TS(K) - TL(K) TF(K) TM(K)

where
TS(K) = MTF of total system
TL(K) = MTF of the lens
TF(K) = MTF of the film
TM(K) = MTF of the image motion

Although this representation is correct only for a sinusoidally distributed
input modulation (at spatial frequency K), the approach can be applied over
a range of spatial frequencies for all components and then the TOD curve
(def'nad and described & Jve) can be overlayed to predict limiting resolu-
tion for the total system in cycles per millimeter. The following develop-

ment of components MTFs is adapted from Fraggiotti (1979).

TL(K): The modulation transfer function for a diffraction limited lens

with a clear, circular aperture is given by:

1/2
T, (K) = % ’cos'l bk-bk [1-(bk)?] ‘
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where

b = the reciprocal of the ..imiting spatial frequency (mm/cy), and
K = spatial frequency in i.age plane (cy/mm).

The 1limiting spatial frequency,

Klimit’ can be found by:

D 1
Kiimit = 3F = 3f - 322 cy/mm

where A, D, F, and f are as above. This formula differs from that used

to compute RL in that the constant 1.22, required by the Rayleigh point

separation criterion, is omitted from the denominator. TL(K) is plotted
in Figure 15.
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4 ﬂ
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Figure 15. MTF for 610 MM Focal Length Lens

The TOD curve representing only the observer modulation requirement is over-
laid on TL(K). Their intercept is in close agreement with the computed
limiting spatial frequency.

TF(K): The MTIF was presented in Figure 12.




TM(K): Rosenau (1963) discussed the transfer functions for linear,

parabolic, random, and sinusiodal image motion. For sinusoidal motionm,
TH(K) = Jo (n a K)
where
J° = zero-order Bessel Function
a = peak~to-peak amplitude of image motion

K = spatial frequency (cy/mm)

Figure 16 presents TH(K) for the six amplitudes a(i) used in this experiment.

1.0 ——
ar VIBRATION AMPLITUDE
ryn P-P)
i a(1) 2 0.00025 Inch
AIE 8(2) = 0.00050 inch
#(3)= 000075 nch
ai4)= 000100 nch
#5) = 000125 inch
2} #6) = 000150 inch
g |
N
R |
o8 [ | \
aad ! as)| a3 1)
08} #0B) | al4) o2)
3
oa}
002 . 1 A 1 . 1.1, A | I ) S | N B P | PO |
1 2 4 6 810 20 40 60 80100 200 400 600

SPATIAL FREQUEMCY (X): cy/mm

Figure 16. MTF for Sinusoidal Image Motion (Vibration)

TS(K): The system MTF {s the product of the lens, film, and motjon
transfer functions., Since we have four target modulations and seven vibra-
tion amplitudes, (including the static case) therce are actually 28 TS(K)
curves to consider. Figure 17 (& through g) presents the system MTFs,
Overlaid on each is the TOD curve (now including film granularity). Table 2
summarizes the limiting resolutions predicted by the MTF/TOD intercepts aad .

Figure 18 shows thew graphically.
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Figure 18. Limiting Resolutions Predicted by MTF Method
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The same observations made regarding the ISL predictions also hold for those
produced by this method.

Comparison of ISL and MIF Predictions:

A regression analysis (BMDO3R, Dixon, 1977) was applied to the two sets of
predinstive data. The two predictors were highly linear in their relation-
ship, yielding a correlation coefficient r = 0.998. The regression equation

was found to be:
iSL = 1.29 (MTF) + 1.3

The two predictors are in very close agreement over the conditions of
interest with the ISL producing somewhat higher values. This difference is
probabiy due, at least in part, to the contribution to limiting resolution
imposed by the image motion computation, with the ISL method yielding
higher values than the MIF approach. (Compare Figures 14 and 18.)

SUBJECTIVE

RP and VIE measurements were made on the controlled photography using the
procedures and criterion described above in Section 2. Additionally, a
modified form of the ISL was employed using the static RP readings to
initialize the model.

RP

Figure 19 presents the observed RP values for the 28 experimental condi-
tions. The means (four subjects and four replications) are plotted and the
error bars show plus/minus one standard deviation.

The major trend shown in the figure is very similiar to that observed in the

predictive data from the MTF and IS5l models (Figures 14 and 18) in that

there is a rapid decrease in RP with increasing amplitude out to the
0.00050 inch condition.
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Figure 1Y. Observed RP Readings

An analysis of variance for a within-subjects, repeated measures design
(BNDO8V, Dixon, 1977) was applied to the raw RP data. The results are
presented in Table 3.
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Three sources of highly significant (p < 0.01) effects were identified:
Targets, Amplitudes, and the Target x Amplitude interaction.

An Omega-squared post hoc test (Simons, 1971) was applied to determine the
percentage of the total variance that was accounted for by each source.
(The Omega-squared test is considered to be conservative in that it permits
generalizing the results beyond the specific subjects used in the study to
the total population.) The results are shown in Table 4. The results of
this test were extremely encouraging to the continued use of RP as an image
quality estimation technique. The independent variables and their inter-
actions accounted for more than 96 percent of the total variance, with
Targets (modulation), Amplitudes (peak-to-peak extent of the sinusoidal
motion), and their interaction combining to account for almost all the
variance. Conversely, the fact that Subjects accounted for less than one-
tenth of one percent of the total variance argues strongly as to the suf-
ficiency of the training and certification procedure in providing stable

estimations of photographic system performance.

TABLE 4. OMEGA-SQUARED TEST: RP

Percent of Total
Source Variance Accounted for
Targets (T) 11.3
Subjects (S) 0.03
Amplitudes (A) 70.8
Tx A 14.3
T xS 0.00
S x A 0.07
T=<SxA _0.03
Total 96.54

The factors and interaction for which significant findings werc obtained
merit attention. An additional post hoc analysis, Tukev's HSD (honestly
significant difference) was applied (Roscoe, 1975). Although targets were
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highly s’ ‘cant, it was found that the high and medium contrast "L"
targets were statistically indistinguishable, with USAF 1951 and low con-
trast "L" being highly significantly different (p < 0.01) from the high and

medium and from each other.

This was not surprising since, although their nominal contrasts were dif-
ferent, their modulations as measured (see Figure 1l and its accompanying
list of measured values) evidenced crossover at the 0.00050 and 0.00075 inch

amplitudes conditions. The USAF 1951 and the low contrast targets were

different from the other two and from each other (all p < 0.01l). All the
amplitude conditions were significantly different from each other at p <
0.01, with the exception of the 0.00075 and 0.00100 inch comparison which
was significantly distinct at p < 0.05. The Target x Amplitude interaction
generally reflected the covarying decrease in RP with decreasing target
modulatior and increasing vibration amplitude. (See the Appendix for fur-
ther analyses of the RP data with the high and medium contrast conditions

pooled together.)

Comparison of RP to ISL and MTF Values

Because of its longevity and ubiquity in application as an image quality
estimation technique, RP was selected to serve as the baseline against which
the other estimation methods could be compared. 1t was of some interest,
then, to compare the empiric RP values against the limiting resolutions

predicted by the ISL and MTF models.

Figure 20 presenrs a grophical representaticn of tie thvee ddata svia. o

constructing the figure, the RP data were collapsed across Subjects and

Replications to yield 28 mean observations (4 Targets = 7 Amplitudes). The

mean RP data were then ordered in decreasing sequence. The corresponding

ISL &énd MTF predictions were ordered according to the RP data. Subjective

inspection of the flgure shows generally good agreement between the three

curves. Regression analyses (BMDO3R, Dixon, 1977) were performed for ISL

and MTF predictions with respect to the 28 mean RP observations. For ISL,

the corrclation coefficient was found to be r = 0.96 and the regression &

equation was
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ISL = 2.50 (RP) - 19.2
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Figure 20, MTF and ISL Predictions vs. Observed RP Values

For MTF, the correlation coefficient was r = 0.96 and the regression equa-

tion was

MTF = 1.94 (RP) - 15.78

Une explanation of the very high linearities and large slopes (of the
regression cquations) {s the possibility that the DIA criterion for reading
RP targets yields consistent and conservative cstimates. (The mean RP dsta
will be used as the baseline against which to compare the other empiric

image quality estimators.)

Correction for Tarpet Modulation

Mayo, in his 1968 thesis, proposcd a formula for correcting RP data on the
basis of the target modulation. Based on a survey of published lens/film RP
tests, he found "that the variation of photographic resolving power with mod-

ulation for aerial reconnaissance lenses tvpically follows the relationship:
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His work was optimized for modulations between 0.40 and 0.10. He also

pointed out that '"these relationships could probably be extended to include
such factors as defocus, exposure latitude, image motion, or other lens and
film properties." An unsuccessful attembt was made to apply his correction
formula to the RP data reported herein. The formula was applied to each of
the high, medium and low contrast Target x Amplitude combinations using the

USAF 1951 target at that condition as the reference.

After applying Mayo's formula, only the slightest improvement in agreement
was found for the high and medium contrast target RP data, while much worse
agreement (overcorrection) was found for the low contrast target case.
Since the observed average modulation for the low contrast target photog-
raphy was only 0.08, perhaps this case fell too far out from the usable
range of the correction formula. Although the correction was applied
separately at each Amplitude level, perhaps an additional extension of the
formula is required to correct for image motion of the type used in this

study.

Sun Predictive Model

In the similar 1967 experiment, Sun developed a modification of the luverse
Square Law relationship which employed static resolution to account for
lens/film performance and a modified analytic derivation of the wotion-
imposed resolution limit (Rm). He assumed that a bar pattern would not be
resolved (limiting resolving power) when "the exposure of the high density
and low density areas of the target image become equal due to vibration."

He found this condition to occur when:

a
A 1.4

where

a = the peak-to-peak amplitude of the sinusoidal motion, and
A = the acceleration
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Thus, Rm occurs when

0.7

1
2A a
He modified this expression for motion-limited performance, as follows:

R =C) Cy 921

where "C; is a factor for possible human error" and "C, is a factor to take
care of the film response under image motion.'" He proposed values of

Cy = 0.90 and C» = 0.85. (Sun pointed out that the adjustment factors C;
and C, were '"subject to further theoretical justification" but found that by
employing them he achieved predictions which agreed "reasonably well' with
his experimental dat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>